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This paper provides a review of the hybrid (Monte Carlo/deterministic) radiation transport methods and codes used at the Oak Ridge National Laboratory and examples of their application for increasing the efficiency of real-world, fixed-source Monte Carlo analyses. The two principal hybrid methods are (1) Consistent Adjoint Driven Importance Sampling (CADIS) for optimization of a localized detector (tally) region (e.g., flux, dose, or reaction rate at a particular location) and (2) Forward Weighted CADIS (FW-CADIS) for optimizing distributions (e.g., mesh tally values over all or part of the problem space) or multiple localized detector regions (e.g., simultaneous optimization of two or more localized tally regions). The two methods have been implemented and automated in both the MAVRIC sequence of SCALE 6 and ADVANTG, a code that works with the MCNP code. As implemented, the methods utilize the results of approximate, fast-running 3-D discrete ordinates transport calculations (with the Denovo code) to generate consistent space- and energy-dependent source and transport (weight windows) biasing parameters. These methods and codes have been applied to many relevant and challenging problems, including calculations of PWR ex-core thermal detector response, dose rates throughout an entire PWR facility, site boundary dose from arrays of commercial spent fuel storage casks, radiation fields for criticality accident alarm system placement, and detector response for special nuclear material detection scenarios and nuclear well-logging tools. Substantial computational speed-ups, generally $O(10^2)$, have been realized for all applications to date. This paper provides a brief review of the methods, their implementation, results of their application, and current development activities, as well as a considerable list of references for readers seeking more information about the methods and/or their applications.
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I. Introduction

In the field of nuclear engineering, deterministic (e.g., discrete ordinates) and stochastic (Monte Carlo) methods are widely used to solve radiation transport problems. Each method has strengths and weaknesses. Deterministic methods produce detailed, system-wide solutions and are computationally efficient. However, deterministic methods contain uncertainties associated with the discretization of the independent variables (space, energy and angle) of the transport equation and can admit solutions that exhibit non-physical features (e.g., ray effects and negative fluxes). This is especially the case in shielding applications. Hence, a significant degree of insight and expertise is required to mitigate these undesirable characteristics and ultimately produce usable results. The Monte Carlo (MC) method enables detailed, explicit geometric, energy, and angular representations and hence is considered the most accurate method available for solving complex radiation transport problems. However, due to its nature of simulating individual particles and inferring the average behavior of the particles in the system from the average behavior of the individually simulated particles, the MC method is very computationally intensive, especially for deep-penetration type problems. Despite substantial advancements in computational hardware performance and widespread availability of parallel computers, the computer time required for analog MC is still considered exorbitant and/or prohibitive for the design and analysis of many relevant real-world nuclear applications.

For such applications, variance reduction (VR or biasing) techniques are required to enable the MC calculation of the quantities of interest with the desired statistical uncertainty and the available computational resources. The main difficulty associated with using variance reduction techniques is the determination of the problem-dependent parameters required by the variance reduction techniques. In the absence of a reliable, automated process, determination of effective variance reduction parameters is an iterative, manual process that, depending on the problem difficulty, can require considerable time, expertise, and experience. Responding to this difficulty, a number of strategies (both deterministic and stochastic) for automated determination of variance reduction parameters have been proposed and developed. A review of variance reduction concepts and previous work related to the use of deterministic importance functions for
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variance reduction of MC transport simulations is available in Reference 1.

This paper provides a review of the hybrid (Monte Carlo/deterministic) radiation transport methods and codes used at the Oak Ridge National Laboratory (ORNL) and examples of their application for increasing the efficiency of real-world, fixed-source MC simulations. These hybrid methods use approximate forward and/or adjoint fluxes from fast-running deterministic transport calculations to generate variance reduction parameters for accelerating fixed-source MC simulations.

II. Methods

The two principal hybrid methods used at ORNL are (1) Consistent Adjoint Driven Importance Sampling (CADIS) and (2) Forward Weighted CADIS (FW-CADIS). These methods were developed for optimizing fixed-source problems with different objectives, as summarized in Table 1, and are briefly reviewed in the following sections.

Table 1 Hybrid methods and uses

<table>
<thead>
<tr>
<th>Hybrid method</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>CADIS</td>
<td>Optimization of localized detector (tally) regions</td>
</tr>
<tr>
<td>FW-CADIS</td>
<td>Optimization of distributions (e.g., mesh tallies) or multiple localized detector regions</td>
</tr>
</tbody>
</table>

1. Consistent Adjoint Driven Importance Sampling

The CADIS method,1,2 which is based on the recognition that the adjoint function (i.e., the solution to the adjoint Boltzmann transport equation) has physical significance as a measure of the importance of a particle to some objective function (e.g., the response of a detector), was originally developed at the Pennsylvania State University for the purpose of optimizing MC calculations of ex-core detector response in pressurized-water reactors (PWRs).3 This method provides consistent formulations for source and transport biasing parameters and their implementation within the weight window technique.

The biased source distribution, \( \hat{q}(\vec{r}, E) \), is given by the following relations:

\[
R = \iiint q(\vec{r}, E) \phi^*(\vec{r}, E) d\vec{r} dE
\]

(1)

\[
\hat{q}(\vec{r}, E) = \frac{\phi^*(\vec{r}, E) q(\vec{r}, E)}{R}
\]

(2)

where \( \phi^*(\vec{r}, E) \), \( q(\vec{r}, E) \), and \( R \) are the scalar adjoint flux, the unbiased source, and the total detector response, respectively. By sampling from the biased source distribution, source particles are sampled in proportion to their expected contribution to the detector response.

For transport biasing, the weight window technique is employed. The weight-window technique provides a means for assigning detailed space- and energy-dependent importances and applying geometric splitting/roulette and energy splitting/roulette, while at the same time controlling weight variations. The weight window technique has proven to be robust, reliable, and broadly applicable.

The weight-window technique requires weight-window lower bounds \( w_l \). The width of the window is controlled by the input parameter \( c \), which is the ratio of upper and lower weight-window bounds \( c = w_u / w_l \). The space- and energy-dependent weight-window lower bounds are given by

\[
w_l(\vec{r}, E) = \frac{R}{\phi^*(\vec{r}, E) \left( \frac{c + 1}{2} \right)}
\]

(3)

Note that because the source biasing parameters and weight-window lower bounds are consistent, the source particles are started with statistical weights \( w_0 \)

\[
w_0(\vec{r}, E) = \frac{q(\vec{r}, E)}{\hat{q}(\vec{r}, E)} = \frac{R}{\phi^*(\vec{r}, E)}
\]

(4)

that are within the weight windows, as desired. This is an important characteristic of the CADIS method because it eliminates the incompatibility between source and transport biasing that has been problematic in other approaches due to poor calculational efficiency and/or false convergence.4 If the statistical weights of the source particles are not within the weight windows, the particles are immediately split or rouletted in an effort to bring their weights into the weight window. This results in unnecessary splitting/rouletting and a corresponding degradation in computational efficiency. Furthermore, for problems in which the adjoint function varies significantly within the source region (space and/or energy), the source biasing is very effective for improving computational efficiency.

As an illustration of CADIS, consider a spent fuel cask (2.3 m diameter, 4.8 m height) loaded with two different types of fuel, each of which contains activated hardware regions at the top and bottom of the assemblies. For this example, the goal is to calculate the total (neutron plus photon) dose rate at a specific location 1 m from the surface (a point detector).

To solve this problem with an analog calculation or with manual implementation of variance reduction, the first step a user must perform is to split the problem into separate simulations—one for the neutron sources and one for the photon sources—since the source strengths are so different in magnitude (2.4×10⁸ neutron/s and 7.2×10¹⁶ photon/s) that analog sampling would not properly represent the neutron source. After 900 min, the analog neutron calculation finds that the neutron dose rate is 3.84×10⁻⁴ rem/h (±3.0%) and the photon dose rate from neutron-gamma reactions is 3.02×10⁻⁴ rem/h (±0.7%). These tallies passed the statistical tests. After 903 min, the analog photon calculation finds that the photon dose rate is 5.17×10⁻³ rem/h (±39.0%). This tally passed none of the statistical tests. This gives a total dose rate of 5.85×10⁻³ rem/h (±34.4%).
To solve this problem with an implementation of the CADIS method, all of the sources can be included together in one input, since the biased source will determine how to sample the various sources based on their contribution to the total dose at the detector. The original cask geometry, shown in Fig. 1, is voxelized into a discrete ordinates geometry (67×68×69), also shown in Fig. 1. The adjoint source is defined as a point source at the detector location, using the neutron and photon dose response functions as the energy spectrum. The resulting adjoint fluxes (S, P₁), which took 6 min to calculate, are shown in Fig. 2. The adjoint fluxes are then used to create the biased sources, some of which are shown in Fig. 3, and the importance map target weight windows, as shown in Fig. 4. With a 24-min MC calculation, the dose rates computed by the single CADIS calculation are 3.74×10⁻⁴ rem/h (±1.5%) from neutrons, 8.01×10⁻³ rem/h (±0.9%) from photons and 8.38×10⁻³ rem/h (±0.9%) total. These tallies satisfied all of the statistical checks. This is a factor of 93,000 improvement in figure-of-merit over the analog calculations.

2. Forward Weighted CADIS

The FW-CADIS method was originally conceived to simultaneously optimize near and far detectors in a nuclear well-logging tool but was not formalized and published until 2007. Hence, in terms of publications, it is a relatively recent extension of the CADIS method that was developed for optimizing distributions (e.g., mesh tallies over all or part of the problem space) or multiple localized detector regions (e.g., simultaneous optimization of two or more localized tally regions).

The method involves determining a function that represents the importance of particles to achieving uniform MC particle density, which is related to statistical uncertainty, throughout all or part of the problem phase-space. The name stems from the fact that the method involves a weighting of the adjoint source \( q(\vec{r}, E) \) with information from a forward solution \( \phi(\vec{r}, E) \), i.e., forward weighting. For example, if the goal of a simulation is to calculate some response, such as dose rate, over a mesh tally using a detector response function, \( \phi(\vec{r}, E) \), then the adjoint source would be defined by

\[
q(\vec{r}, E) = \frac{\sigma_d(\vec{r}, E)}{\int \phi(\vec{r}, E) \sigma_d(\vec{r}, E) dE}
\]

The adjoint source is nonzero only where the mesh tally is defined and its magnitude is inversely proportional to the forward estimate of the response. Once the appropriate
adjoint (importance) function is obtained, the standard CADIS relations for calculating consistent source biasing parameters and weight-window values are used. This method is significant in that it enables high-fidelity MC results for distributions (e.g., spatial dose distribution) in large phase spaces—a capability typically attributed only to deterministic methods.

As an example of FW-CADIS, consider the problem of finding dose rates everywhere in a PWR facility\(^7\) from the operating reactor. Since reactor facilities are constructed to minimize dose to workers, this is a very challenging problem. An MCNP calculation without any variance reduction shows non-zero dose rates inside the reactor vessel and a few places inside containment that are not blocked by the steam generator shielding, as shown in Fig. 5. This calculation used nearly 10 billion histories and required 25 cpu·days to complete. Running the analog calculation out to 125 cpu·days does not increase the number of mesh tally voxels with non-zero scores.

The FW-CADIS calculation used a forward discrete ordinates calculation to estimate the neutron dose rates. The adjoint source was then defined as a box covering the entire facility and weighted inversely by the forward estimate of dose. Each discrete ordinates calculation required about 0.75 cpu·days. The adjoint fluxes were used to construct the biased source distribution and a weight-window input file for a 20-cpu·days MC calculation. The resulting mesh tally is shown in Fig. 6. Note that the dose rates are non-zero over most of the facility and range over 30 orders of magnitude. In this case, the FW-CADIS enabled a calculation with MC that was otherwise not possible.

### III. Code Implementation

The methods described above use approximate forward and/or adjoint fluxes from deterministic transport calculations to generate the variance reduction parameters needed to accelerate fixed-source MC simulations. Hence, both methods involve preparing input for deterministic calculations based on the MC input, performing deterministic calculations, and calculating variance reduction parameters based on the deterministic results. An important aspect relative to the usefulness of these methods is an implementation that minimizes user time, effort, and overall level of difficulty associated with completing the task. Hence, both methods have been implemented and automated in the SCALE MAVRIC sequence\(^8\) (which uses the 3-D Monaco multi-group MC code) and the ADVANTG code\(^9,10\) (which uses MCNP\(^11\)) for 3-D continuous-energy MC calculations). Both MAVRIC and ADVANTG use the Denovo 3-D discrete ordinates code for deterministic calculations.\(^12,13\) Although the methods have been implemented to minimize the user effort, users must provide mesh boundaries and a description of the tallies to optimize.

The codes evaluate the geometry for each region using either a single material per cell or a homogenized material based on several test points within the cell\(^14\). The mesh needs to capture significant material changes and geometric details but does not need the fineness required of a stand-alone discrete ordinates calculation. Very fine meshing results in increased cost for the deterministic calculation and, in some cases, degraded performance in the MC calculation due to the size of the weight window map. The goal in the deterministic calculations is to quickly compute flux estimates—not to exactly solve the problem.
The adjoint source corresponds to the tally or mesh area that the user wants to optimize, and the energy portion of the adjoint source is the response function for those tallies. FW-CADIS is used to compute several tallies with roughly the same uncertainty. This includes multiple tallies using the same response at different locations as well as different responses at different locations. Each tally becomes part of the adjoint source (spatial and energy), each divided by the forward estimate of the tally.

In ADVANTG, users also need to supply some information to relate the MCNP materials to the multi-group cross-section library used for the deterministic calculations. Based on the mesh, the adjoint source, and the materials information, MAVRIC and ADVANTG are able to prepare and run the required deterministic calculations and then generate the variance reduction parameters. Additional details on the implementation and user input for MAVRIC and ADVANTG are available in References 8 and 10 respectively.

IV. Applications

1. Consistent Adjoint Driven Importance Sampling

The CADIS method has been used for more than a decade to dramatically improve the efficiency of MC simulations for a variety of neutron, gamma, and coupled neutron-gamma fixed-source source-detector-type problems. Examples of problems CADIS has been applied to and observed speed-ups are listed in Table 2. Generally speaking, the more difficult the tally, the larger the speed-up obtained via the CADIS method.

Table 2 Examples of applications and associated speed-ups for the CADIS method

<table>
<thead>
<tr>
<th>Application</th>
<th>Observed speed-up relative to manual VR/analog</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PWR cavity dosimetry (high-energy reaction rates)</td>
<td>4 / O(10³)</td>
<td>1–3</td>
</tr>
<tr>
<td>DPA in BWR core shroud</td>
<td>NA / O(10³)</td>
<td>15</td>
</tr>
<tr>
<td>Neutron well-logging tool</td>
<td>2-3 / O(10³)</td>
<td>6, 16</td>
</tr>
<tr>
<td>Gamma well-logging tool</td>
<td>NA / O(10³⁴)</td>
<td>6, 16</td>
</tr>
<tr>
<td>Dose from single spent fuel storage cask</td>
<td>NA / O(10²⁴)</td>
<td>1, 17, 18</td>
</tr>
<tr>
<td>PWR ex-core thermal detector response</td>
<td>~13 / O(10⁴)</td>
<td>19</td>
</tr>
<tr>
<td>Passive threat detection</td>
<td>NA / O(10²⁴)</td>
<td>20</td>
</tr>
<tr>
<td>Active-interrogation SNM detection</td>
<td>NA / O(10⁴)</td>
<td>20</td>
</tr>
<tr>
<td>ITER shielding</td>
<td>NA / O(10²⁴)</td>
<td>21, 22</td>
</tr>
<tr>
<td>HFIR DPA calculations</td>
<td>NA / O(10³)</td>
<td>23</td>
</tr>
<tr>
<td>Criticality accident alarm system analyses</td>
<td>NA / O(10²⁴)</td>
<td>24, 25</td>
</tr>
<tr>
<td>HTGR shielding analysis</td>
<td>NA / NA</td>
<td>26</td>
</tr>
</tbody>
</table>

2. Forward Weighted CADIS

The FW-CADIS method has been used for the past few years to dramatically improve the efficiency of MC simulations for a variety of neutron, gamma, and coupled neutron-gamma fixed-source problems in which results were sought throughout large portions of the problem space or at multiple detectors. In many cases, the method enabled MC solutions for problems that were otherwise not possible with MC. Examples of problems to which FW-CADIS has been applied are listed in Table 3. Note than in many cases it is either extremely difficult or impossible to obtain meaningful results with analog MC, and hence the speed-up is clearly very large but cannot be quantified.

Table 3 Examples of applications of the FW-CADIS method

<table>
<thead>
<tr>
<th>Application</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dose rate throughout full-scale PWR facility</td>
<td>5, 7, 27</td>
</tr>
<tr>
<td>Multiple detector responses in nuclear well-logging tools</td>
<td>6, 16</td>
</tr>
<tr>
<td>Site boundary dose rate from an array of spent fuel casks</td>
<td>28, 29</td>
</tr>
<tr>
<td>ITER shielding and material heating analysis</td>
<td>21, 22</td>
</tr>
<tr>
<td>Dose rates throughout a critical facility</td>
<td>24, 25</td>
</tr>
<tr>
<td>Dose rates throughout an urban model from a nuclear weapon detonation</td>
<td>10</td>
</tr>
<tr>
<td>Dose rates throughout IRIS reactor containment</td>
<td>30</td>
</tr>
</tbody>
</table>

V. Current Development Activities

Development activities are ongoing at ORNL in the following areas:

1. Acceleration of reactor and criticality analyses – The FW-CADIS method has recently been extended and applied to eigenvalue problems for the purpose of accelerating the calculation of group-wise fluxes throughout a reactor core. Current investigations include the use of deterministic importance functions to accelerate convergence of the fission source (eigenfunction), acceleration of the eigenvalue convergence, and acceleration of group-wise forward and adjoint fluxes for SCALE sensitivity/uncertainty analyses.

2. Acceleration for highly angular-dependent problems – The CADIS implementation has recently been extended to provide angularly-dependent weight windows for applications including active-interrogation problems and beamline shielding analyses for the ORNL Spallation Neutron Source. Using weight-window targets with the full angular information from the adjoint discrete ordinates calculation requires an enormous amount of memory. Hence, formalisms using a P¹-type approximation, similar to previous angular weight-window schemes, have been developed and combined with a consistent biased source distribution. For many of the
applications in this paper, speed-ups of a factor of two to three were observed with the space/energy/angle CADIS, as compared to the standard space/energy CADIS.

3. Acceleration of active-interrogation problems – A new, multi-step CADIS-based approach has been developed and implemented to address the challenging aspects of simulating active interrogation techniques for locating special nuclear material (SNM) in large cargo containers. The multi-step approach involves optimizing the interaction (fission) rate in the SNM from the interrogating (source) particles, followed by optimizing the detector response from interaction progency of interest.

4. Improvement of use – New features designed to improve reliability and robustness and reduce user requirements have been developed and implemented. Efforts continue in this area related to more intelligent automated meshing for the deterministic calculations and improved diagnostics and automated mitigation of poor statistical convergence behavior.

VI. Conclusion

This paper provides an overview of the hybrid (Monte Carlo/deterministic) radiation transport methods and codes developed and used at ORNL and specific examples of their application for dramatically increasing the efficiency of real-world, fixed-source Monte Carlo analyses. While substantial speed-ups ($O(10^2)$) are routinely observed with the CADIS method, the FW-CADIS method has proven to be a transformational method in that it enables high-fidelity MC results for distributions (e.g., spatial dose distribution) in large phase spaces—a capability previously attributed only to deterministic methods. Hence, this method has initiated a paradigm shift in the methodology used to obtain accurate, full domain solutions to large, complex radiation transport problems.
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