SimpleGeo – New Developments in the Interactive Creation and Debugging of Geometries for Monte Carlo Simulations
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Nowadays radiation transport Monte Carlo simulations have become an indispensable tool in various fields of physics. The applications are diversified and range from physics simulations, like detector studies or shielding design, to medical applications. Usually a significant amount of time is spent on the quite cumbersome and often error prone task of implementing geometries, before the actual physics studies can be performed. SimpleGeo is an interactive solid modeler which allows for the interactive creation and visualization of geometries for various Monte Carlo particle transport codes in 3D. Even though visual validation of the geometry is important, it might not reveal subtle errors like overlapping or undefined regions. These might eventually corrupt the execution of the simulation or even lead to incorrect results, the latter being sometimes hard to identify. In many cases a debugger is provided by the Monte Carlo package, but most often they lack interactive visual feedback, thus making it hard for the user to localize and correct the error. In this paper we describe the latest developments in SimpleGeo, which include debugging facilities that support immediate visual feedback, and apply various algorithms based on deterministic, Monte Carlo or Quasi Monte Carlo methods. These approaches allow for a fast and robust identification of subtle geometry errors that are also marked visually.
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I. Introduction

Particle transport codes commonly use textual description and supply their own scripting language, which makes the creation of geometries a non-trivial undertaking due to the lack of immediate visual feedback. SimpleGeo is an interactive three dimensional solid modeler, which allows for intuitive creation of geometries for simulations. In general, SimpleGeo can be classified as a hybrid solution as it retains the analytical description of the combinatorial solid geometry (CSG) tree for export, while a boundary representation 3D model of the former is created online and used for visualization. CSG is a modeling approach which has been popular already since the 60s and was subsequently used as the geometry description and visualization method in numerous tools like POV-Ray,1 BRL-CAD2 or MCNP Vised.3 The CSG method itself is a so called image space approach and depending on the available hardware, the complexity of the scene as well as the required image quality is often limited to static visualization.4 Interactive visualization of geometries based directly on CSG models has only become possible in the recent years with special implementations utilizing specialized graphics processing units (GPU) and the level of interactivity is still limited significantly by the complexity of the geometry. Boundary representation models however lend themselves easily to being visualized with high performance by standard, even low-cost, graphics hardware. These methods are so called object-space approaches which are based on rasterizing triangulated meshes. This approach allows for immediate visual feedback and thus, the required time to build geometries is significantly reduced for complex problems and the whole process is facilitated especially for novice users. Therefore, SimpleGeo is based on a hybrid solution which on one hand allows for retaining the original description of the geometry models using simple, yet powerful CSG expressions, while providing fast interactive inspection of the results.

II. New Developments

1. Improvements in the Solid Kernel

Due to its design SimpleGeo is independent of any specific Monte Carlo code and its first release included the import, export and visualization of FLUKA geometries.5,6 Further work has been done and a number of import and export modules have been added, which now include an exporter for MCNPX and a preliminary export module for PHITS.7,8 In addition, a number of CAD file formats (Wavefront OBJ, AutoCAD DXF, 3D Studio, VRML, PBRT, STL and PLY) are supported for export, which can be read by ray-tracing packages that can be used for the creation of photo-realistic images.

As explained in Ref. 4) SimpleGeo is a hybrid solid modeler,4 which simultaneously retains the analytic description of the CSG tree as well as an approximated boundary representation (B-rep), which is used for the rendering. This
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approach converts solids into a collection of polygons that constitute the shell of the respective region. One of the main advantages of using a hybrid representation of CSG models with boundary representations is that integral properties like volumes can be computed in a very elegant and fast way. The approach used is a direct extension of the idea of calculating the area of an arbitrary polygon in 2D. In three dimensions this method utilizes the integration over the signed volumes of tetrahedrons, into which all solids can be partitioned. Due to space restrictions the complete mathematical background cannot be given here but a more detailed description of the algorithm can be found in Ref. 10).

2. Debugging

Naturally, the creation of error-free and valid geometry models is of great importance. However, the definition of validity differs greatly with respect to the application. For engineering purposes the geometry must be visually correct, meaning that all positions, dimensions and also materials of each used entity must show resemblance to the real construction at an appropriate detail-level. In contrast to this, the constraints imposed upon models used for Monte-Carlo simulations are more stringent. Due to the fact that particle interactions are strongly dependent on material properties it is mandatory that each point in 3D space is uniquely associated with one region, which a material must be assigned to. This association must not be ambiguous as it would lead to incorrect results or it could crash the simulation if there was no link to a region description at all. Consequently, it is very important to identify areas which do not belong to any region or to multiple regions. Therefore, sophisticated and preferably automated approaches for checking the validity must be devised.

One solution to this problem is to superimpose a specified grid of points onto the geometry and to test for each point, whether it is unambiguously defined within a region. Monte-Carlo simulations usually use their built-in tracking algorithms for this task. In the case of SimpleGeo an independent tracker was implemented which can be queried for containment. Due to the object oriented design and the hybrid combination of a CSG and B-rep data structure, any newly implemented primitive type is automatically incorporated into the tracker without requiring any additional programming. The reason for this is that by default the containment tests are performed using solid angle based point-in-polyhedron tests which operate on the boundary representations. Therefore, these tests are available even for primitives for which no analytic test can be performed in a simple way. However, the result is on one hand limited by the accuracy of the surface mesh representation and on the other hand requires quite a lot of computational overhead for numerous surface patches. Therefore, analytic tests are implemented for most primitives (like spheres, cylinders, boxes, etc.), which override the default method. Naturally, in these cases the issue of limited accuracy due to a triangulated boundary representation is irrelevant.

A major drawback of the approach using a regular grid of points is that the user has to define a volume and a specific grid-spacing that should be considered for debugging. If the step-size would be infinitesimally small one would detect an error with a certainty of 100%. However, this is usually not possible in practice. Using finite step-sizes that are larger than the smallest region, errors in such volumes cannot be found by definition, unless the chosen origin and the step-size of the regular grid allows for placing a sample directly in the erroneous region. However, this would require some a-priori information which is contradictory to the commonly encountered situation of initially debugging geometries without any prior knowledge. It is obvious that the probability to find errors in very small volumes is strongly dependent on the grid parameters that have to be chosen beforehand.

In order to improve this situation some research has been conducted on the development of alternative debugging strategies. To some extent the process of sampling and checking points for their containment within a geometric region fits the point sampling paradigm for the evaluation of integrals using Monte Carlo methods. Therefore, the first additional algorithm that was implemented is based on purely random samples within a region that has been indicated by the user. Due to the fact that no grid with fixed grid-sizes is used it is more probable to detect small problematic regions. The second stochastic method is based on importance sampling applying a parameterized probability distribution function. Although these random sampling strategies are certainly more favorable than the approach of a regular grid they are not free of shortcomings either. Random sampling based on pseudo-random numbers commonly results in clustering which is particularly obvious with a low number of samples. Consequently, a large sampling population is required to obtain a distribution covering the sampling space uniformly.

Most simulation algorithms are based on independent, identically distributed uniform random variables. However, it is intuitively clear that for the purpose of debugging the efficiency can be improved by a strategy that yields a higher measure of uniformity for an identical number of samples. A solution was eventually found by studying a family of deterministic approaches – so called Quasi-Monte-Carlo techniques – which drop the requirement of statistical independence. These methods have the advantage of delivering distributions that cover the sampling space uniformly already with a comparably low number of samples.

The quality of the uniform distribution in the s-dimensional interval \([0,1)^s\) can be evaluated by looking at regions in this domain and the number of points inside these regions. The number of the points inside one region in relation to the total number of points should approximately resemble the region’s volume in relation to the total volume of the domain. For example, one third of the points should cover exactly one third of the total volume. This ideal case would allow for estimating the covered volume in relation to the total volume by the number of points in that volume in relation to the total number of points. The difference between the actual volume and the volume estimated by the points is called discrepancy and therefore, can be regarded as a measure for the quality of the uniform distribution of points in a domain. This notion can be formalized mathematically by
writing the discrepancy $D^*$ as a measure of the deviation of a point set $U_N = \{x_0, \ldots, x_{N-1}\}$ from a uniform distribution:

$$D^*(U_N) = \sup_{A=\prod_{j=0}^{d-1} [0,a_j)} \left| A_\lambda(A) - \frac{1}{N} \sum_{i=0}^{N-1} \chi_A(x_i) \right|$$  \hspace{1em} (1)

with denoting families of subsets of the sampling space $\Omega^j$ in the interval $[0,a_i)$, where $a_i$ represents the upper boundary of the point set $U_N$ in the respective dimension $j$. $\lambda$, is the Lebesgue-measure in the sampling space, and $\chi_A$ represents the characteristic function of the set $A$. Equation (1) can be interpreted as the largest error of the quadrature defined by $U_N$ when integrating characteristic functions of subcubes $A$ of the unit cube $\Omega = [0,1)^d$. It should be noted that $D^*$ is an anisotropic measure and as such it is not invariant to rotation. Therefore, the sampling domain that is applied by the Quasi-Monte-Carlo approaches in SimpleGeo is represented by an axis aligned box, similarly to the grid-sampling approach. From Eq. (1) follows intuitively:

$$\lim_{N \to \infty} D^*(U_N) = 0 \iff x_i \in U_N$$  \hspace{1em} (2)

are uniformly distributed in $\Omega^j$. Naturally, in practice it is not possible to obtain discrepancy of zero but the application of certain deterministic patterns allows for minimizing the deviation. As shown by Niederreiter the discrepancy of random point sets $U_N^{\text{random}}$ and deterministic low-discrepancy point sets $U_N^{\text{ld}}$ compares as follows:\(^{15}\)

$$D^*(U_N^{\text{random}}) \in O\left(\frac{\log \log N}{N}\right), \quad D^*(U_N^{\text{ld}}) \in O\left(\frac{\log N}{N}\right)$$  \hspace{1em} (3)

As can be seen these specially designed deterministic low-discrepancy point sets $U_N^{\text{ld}}$, like van der Corput, Halton or Hammersley sequences, are clearly preferable over pseudo-random sampling in order to obtain a thorough coverage of the debugging volume. The mathematical details of the sampling methods used in SimpleGeo naturally exceed the scope of this paper, but a more detailed discussion of them can be found in the following reference.\(^{15}\) The current version of SimpleGeo provides a number of different Monte-Carlo and Quasi-Monte-Carlo based debugging algorithms. These are also available in parallelized versions that are targeted specifically towards utilizing the full parallel power of modern multi-core CPUs.

### 3. Plugin Interface

In order to keep the modeler open and extensible a plugin interface has been developed. This allows for extending the software with additional functionality at runtime. Basically, these plugins can access the modeling kernel and can thus be used to automatize certain modeling procedures or to implement the import or export of 3rd-party file formats. In addition, an interface layer has been implemented that allows these plugins to integrate seamlessly into the rendering pipeline of SimpleGeo at runtime. Consequently, these extensions can also be used for data visualization in combination with geometry models.

Nowadays color contour plots provide an illustrative means to convey sometimes quite complex results. The creation of these plots from the data obtained from Monte Carlo programs is in general quite tedious and very often implies the application of numerous scripts and other utilities. DaVis3D is a plugin which was developed to facilitate this process in an interactive way. The user can directly load 3D data, selecting from a number of proprietary formats like FLUKA’s USRBIN output, MCNPX mesh tallies or an open-format ASCII file. Subsequently it is possible to select one to three projection planes that can be moved interactively through the dataset, while the current data can be displayed superimposed onto the geometry (see Fig. 1). In addition various means of manipulating (averaging, summing, etc.) querying or extracting data interactively are provided as well.

For various applications it is helpful to actually display the tracks of particles obtained from the Monte Carlo simulation. This can be used to investigate specific behavior as well as to verify and understand results. PipsiCAD3D is a plugin for SimpleGeo which is based on a previous tool and can be used to interactively display particle tracks as well as their evolution as a function of time (see Fig. 2).\(^{15}\)

### III. Conclusion

The latest developments in SimpleGeo include a debugger which provides immediate visual feedback of the errors as well as various methods to find even problems in very small regions of the geometry efficiently. In addition, the import and export modules for FLUKA have been extended and the
performance of the modeling kernel was greatly improved. A plugin mechanism was developed to allow for extending the functionality beyond the pure modeling capabilities in view of data display and analysis. A number of plugins have already been developed for these tasks. Future work will include the native import of geometries from other Monte Carlo codes like MCNPX and further improvements of the proprietary renderer as well as the data analysis plugins.
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