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We have developed an integrated molecular simulation system for biological macromolecules, called SCUBA (Simulation Codes for hUge Biomolecular Assembly) which is designed to run a biomolecule system composed of more than one million particles efficiently on parallel computers. SCUBA is now being used not only for molecular dynamics (MD) simulations but also to determine the 3D structure of supra-macromolecules. For the latter purpose, a new method to fit a high-resolution X-ray structure at a certain reaction state into low-resolution electron microscopy (EM) data at different reaction states has been developed. In our method, the fitting is carried out using MD simulations in explicit water medium; the target function considers restraints to fit the X-ray structure into an EM density map, and the all-atom interactions for all the molecules including the water medium. This method was implemented into SCUBA and applied to ribosome, one of the supra-biomolecules utilized for translating genetic information to the amino acid sequence. The system was composed of more than 2 million atoms. The method showed that SCUBA can carry out the fitting simulation with a high parallelization efficiency ratio of more than 50% using 512 CPU cores of PRIMERGY BX900 supercomputer at the Japan Atomic Energy Agency.
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I. Introduction

Molecular dynamics (MD) simulation not only provides dynamic descriptions of molecules on the atomic scale, but also provides valuable information for the interpretation of experimental data. The rapid development of computer power and the elucidation of the structures of biological macromolecules by X-ray crystallography and other experiments have increased the need for large-scale MD simulations in the field of biology.

We have developed an integrated molecular simulation system for biological macromolecules, called SCUBA (Simulation Codes for hUge Biomolecular Assembly) which is designed to run a biomolecule system composed of more than one million particles efficiently on parallel computers.1) SCUBA showed an excellent performance for a variety of biomolecular systems such as Holliday junction of recombinant DNA and the 70S ribosome.2-4)

SCUBA is now being used not only for MD simulations but also to determine the 3D structure of supra-macromolecules. For the latter purpose, a new method to fit a high-resolution X-ray structure at a certain reaction state into low-resolution electron microscopy (EM) data at different reaction states has been developed. There have already been several refinement methods developed for this purpose.5-10) Molecular dynamics flexible fitting (MDF) is one of the major programs used for this aim. In this program, the target function used considers restraints to fit the X-ray structure into an EM density map, and the atomic interactions among biomolecules. However, this method does not necessarily consider accurate atomic interactions such as in water medium because the calculation of such interactions is very time consuming. Moreover, to retain the secondary structure such as α-helices, β-sheets and base-paired nucleotide residues, strong dihedral-angle restraints are imposed on α-helices and β-sheets, and strong hydrogen-bond distance restraints are imposed on base-pairs during the fitting simulation. The structures determined by these methods are not necessarily accurate at the atomic level. A few studies use a few layers of water medium for the fitting.10) Although this amount of water may be sufficient to construct the fit structure, it would not be sufficient if dynamics such as the conformational transition between the first atomic model (usually from an X-ray structure) and the final structure (usually fit in an EM structure) is also investigated.

In our new method, the fitting is carried out using MD simulations in explicit water medium not only to construct structural models which fit in the EM density maps but also to investigate the conformational transitions. This method was implemented into SCUBA and applied to ribosome, one of the supra-biomolecules utilized for translating genetic information to the amino acid sequence. We used EM data which have been observed by cryo-EM and single-particle reconstruction,11) and an atomic X-ray structure of the 70S ribosome complexed with tRNAs and elongation factor G.
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II. Methods

1. Molecular Dynamics Simulation System, SCUBA

MD simulation for biomolecules is performed by solving the equation of motion using an energy function:

\[ U_{\text{tot}} = \sum_{\text{bond}} K_r (r-r_0)^2 + \sum_{\text{angle}} K_{\theta} (\theta-\theta_0)^2 + \sum_{\text{dihedral}} K_{\phi} (1 + \cos [n\phi - \gamma]) \]

\[ + \sum_{\text{nonbond}} 4\varepsilon_c \left( \frac{R_{ij}^{\text{min}}}{r_{ij}} \right)^{12} - \left( \frac{R_{ij}^{\text{min}}}{r_{ij}} \right)^{6} + \sum_{\text{charge}} q_i q_j / D_{ij} \]  

(1)

\( U_{\text{tot}} \) consists of both bonded interaction terms (including bond stretching, bond angle bending and torsion angle twisting potentials) and non-bonded interaction terms (including van der Waals and electrostatic potentials).

The programming of Eq. (1) demands meticulous work due to the complicated unique topology of biomolecules. To realize such high-performance computing, State-of-the-art techniques were used for the development of SCUBA.

SCUBA has several special features:

(1) **A variety of force field parameters**

At present SCUBA can use the AMBER, CHARMM and GROMOS force fields.

(2) **A variety of simulation methods**

A variety of simulation methods, such as energy minimization, molecular dynamics, free energy calculations, normal mode analysis, principal component analysis and so on, are included.

(3) **Portability**

Written in Fortran90, SCUBA is designed to be easy to read, modify and extend. Users can easily maintain the existing code, and develop the current algorithms and integrate new ones.

(4) **Parallelization**

SCUBA employs the domain decomposition (DD) method, which divides the volume of the physical system into rectangular subcells with a length longer than the potential cutoff radius. The processor assigned to a subcell evaluates the interactions between the atoms in the subcell and between the atoms in the neighboring subcells.

(5) **Vectorization**

In order to improve the performance of SCUBA on vector machines such as the Earth Simulator, the algorithm to calculate the interactions among the atoms is intensively vectorized.

(6) **Dynamic load balance**

To overcome the load imbalance associated with irregular atomic distribution, a dynamic load-balancing algorithm to keep the subcells equally reassigned to the processors during simulation is implemented.

(7) **High performance**

By using intense parallelization and vectorization, and using the dynamic load-balanced algorithm in (4), (5), and (6), SCUBA has achieved both a high parallelization efficiency ratio and a high vectorization ratio on the Earth Simulator. An MD simulation for a system of RuvAB-Holliday junction complex, which consisted of about 5.5×10^7 atoms, achieved a parallelization efficiency ratio of 75.8%, and a vectorization ratio of 96.2% even when 45 nodes (360 CPU cores) were used. At present, using 512 CPU cores of PRIMERGY BX900 supercomputer at JAEA, SCUBA has achieved a parallelization efficiency ratio of more than 50%.

This will be discussed in details in Section IV.

2. Algorithm for EM-Fitting Simulation

Single particle analysis using an electron microscope has been used to observe the structure of supra-biomolecules. However, the resolution of the EM image has not achieved the atomic level. Several studies have been carried out to determine the 3D structure of supra-biomolecules at atomic resolution by fitting the constituent molecules, determined by X-ray crystallography, into an EM density map. In those attempts, each constituent molecule is often fit into the EM density map manually, and the constituent molecules may have atomic collisions at their interfaces. To avoid the collision, we have developed a flexible fitting method to alleviate the steric strain of atoms while retaining the condition that the constituent molecules fit the EM density map. However, because this previous method was used under the condition of a vacuum, a strong restraint was required to maintain the secondary structures, which may cause the structure to be unnatural.

Our new method utilizes an MD simulation method. First, from a given set of atomic coordinates, the simulated EM density at a k-th voxel point, \( \rho_{mk}(r_{mk}) \), can be calculated as:

\[ \rho_{\text{sim}}(r_m) = \sum_{k} \rho_i G(r_{mk} - r_i) \]  

(2)

where \( \rho_i \) is the atomic mass in the atomic mass unit and \( r_i \) is the atomic coordinate of atom \( i \). \( G \) is the Gaussian function which distributes \( \rho_i \) to the voxel points around the atom. \( \rho_{\text{sim}}(r_{mk}) \) is calculated as the sum of the contributions from the neighboring atoms. The resolution of the EM density map we used here is defined by half the width of a Gaussian...
in Fourier space.

In order to fit the atomic model into the EM density map, we set a target function which is used to constrain the whole structure into an EM density map, in addition to the standard all-atom energy function which imposes physical constraints on the structure.

\[ U_{\text{total}} = k_{EM} \cdot U_{EM} + U_{at}, \]

(3)

where, \( U_{at} \) is the standard all-atom energy function of Eq. (1), and \( k_{EM} \) is a constant weight value. \( U_{EM} \) is the function to fit the modeled structure into the EM density map. Here we employ the correlation coefficient (CC) of the simulated and computed densities times -1 as a target function which is used to constrain the whole structure into an EM density map, in addition to the standard all-atom energy function which imposes physical constraints with a force constraint of 10 kcal/mol Å² were applied to the heavy atoms. The distance-dependent dielectric constant of 4.0\( \cdot |F_{EM}| \) was set to be \( \langle k_{EM} \rangle < k_{EM} \rangle \), the averaged amplitude of the EM-fitting force used in EM-fitting simulations, is the same as that of \( F_{at} \).

### III. Materials

1. X-Ray and EM Structure of Ribosome

We used the target EM data of *Escherichia coli* 70S ribosome, which were observed under reaction conditions in tRNA translocation. The data were selected because these data suggest a global and concerted motion of the 70S ribosome.11 The data were obtained from the electron microscopy database at the European Bioinformatics Institute: EMD-1365 and EMD-1363(11) corresponding to the intermediate and pre-translocational states respectively (Table 1).

To prepare the initial atomic structure for the fitting, we used the atomic structure of *Thermus thermophilus* 70S ribosome (containing the large subunit 50S, the small subunit 30S, EFG, two tRNA molecules and an mRNA) which was determined by X-ray crystallography (PDB code: 2WRJ, resolution: 3.6 Å)(12) (Fig. 1). Hydrogen atoms were added to the structure in order to construct an all-atom structure, which is composed of \( \approx 2.67 \times 10^5 \) atoms.

2. Energy Minimization

In order to alleviate steric strain in the all-atom structure, energy minimization of Eq. (3) with the weight \( w_{EM} = 0.0 \) was carried out for the 70S ribosome in a vacuum. Harmonic constraints with a force constraint of 10 kcal/mol Å² were applied to the heavy atoms. The distance-dependent dielectric constant of 4.0\( \cdot r \) in Angstrom was used for electrostatic interactions. The non-bonded interactions were calculated using a cut-off distance of 5.0 Å.

### Table 1 The content of the EM data and results of fitting

<table>
<thead>
<tr>
<th>EM data ID</th>
<th>1363(11)</th>
<th>1363(11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functional state</td>
<td>Intermediate</td>
<td>Pre-translational</td>
</tr>
<tr>
<td>Resolution [Å]</td>
<td>11.75</td>
<td>10.9</td>
</tr>
<tr>
<td>Voxel size [Å³]</td>
<td>2.82</td>
<td>2.82</td>
</tr>
<tr>
<td>Initial CC by method in II-3 [5]</td>
<td>0.822</td>
<td>-</td>
</tr>
<tr>
<td>Initial CC by method in this study</td>
<td>0.826</td>
<td>0.850*</td>
</tr>
<tr>
<td>Final CC</td>
<td>0.884</td>
<td>0.877</td>
</tr>
</tbody>
</table>

* is the value of CC for the structure fit into EMD-1365
Finally, the structure was slightly translated and rotated until the inertia between the atomic model and selected voxel points was equivalent to the molecular volume. The model was fit into the map by matching moments of inertia in the EM density map as possible. First, we used a rigid-body fitting method by regarding the whole atomic model as a rigid-body. The high-values voxel points in the EM density map were selected so that the volume occupied by the voxel points was equivalent to the molecular volume. The model was fit into the map by matching moments of inertia between the atomic model and selected voxel points. Finally, the structure was slightly translated and rotated until the position and orientation of the molecule fit into the target EM density map as closely as possible.


The initial position and orientation of the whole atomic model should be as similar to the target position and orientation in the EM density map as possible. First, we used a rigid-body fitting method by regarding the whole atomic model as a rigid-body. The high-values voxel points in the EM density map were selected so that the volume occupied by the voxel points was equivalent to the molecular volume. The model was fit into the map by matching moments of inertia between the atomic model and selected voxel points. Finally, the structure was slightly translated and rotated until the position and orientation of the molecule fit into the target EM density map as closely as possible.

4. Rigid-Body Fitting Using MD Simulation in a Vacuum

It should be noted that the target function used in the previous section III. 3 is to fit the data points into the molecular volume of ribosome. In contrast, the target function for fitting in this study is the correlation coefficient (CC), and all the data which are positive were used for the EM-fitting. Therefore the fit structure obtained by the previous method in Section III. 3 can be different from the structure obtained by the method using MD simulation.

In the rigid-body fitting, a simulated-annealing MD algorithm was employed because the optimization of molecular structures can be achieved without causing them to get trapped at local minima. To perform large-scale simulations rapidly, a dynamic load balance algorithm described in Section II. 1, which optimizes the load balance among the processors, was employed. If the processors are equally assigned to the same sub-space of the system divided by the domain-decomposition method, the irregular distribution of the atoms in a vacuum lowers the efficiency of the domain-decomposition method as time elapses. The dynamic load balance is especially effective for our MD simulations performed in a vacuum, where the distribution of atoms in the system is heavily heterogeneous. By using the dynamics load balance we could increase the computational speed by about 2-fold.

The rigid-body fitting simulation was applied for EMD-1365. The system was heated to be 100,000 K using \( w_{EM} = 1.0 \). The high temperature of 100,000 K comes from the fact that the number of variables of freedom in the system is small in the first stage. The temperature was gradually decreased from 100,000 K to 0 K. When the CC converged at a maximum, the structure of the 70S ribosome was selected as the initial structure for the following flexible fitting. The total time of the simulated-annealing to optimize the 3D structure of the 70S ribosome was about 100 ps.

The CC for EMD-1365 increased from an initial value of 0.822 up to 0.826. The atoms deviated from the initial positions by less than 0.09 Å on average. Considering that the resolution of EMD-1365 is rather low, 11.75 Å, it was concluded that the rigid-body fitting using the previous method in Section III. 3 and the rigid-body fitting using MD simulation in this study give substantially the same result of the fitting.

5. Preparation for Flexible Fitting in Water Medium

To neutralize the system optimized by the rigid-body fitting simulation, magnesium ions were used. Moreover, excess ions, including magnesium, potassium, and chloride, were added in the box at concentrations of 0.1 M KCl and 7 mM MgCl₂. A buffer of water around the solute of at least 15 Å was used in the box. Excess ions were used. Moreover, excess ions, including magnesium, potassium, and chloride, were added in the box at concentrations of 0.1 M KCl and 7 mM MgCl₂. A buffer of water around the solute of at least 15 Å was used in the box. Excess ions were used. Moreover, excess ions, including magnesium, potassium, and chloride, were used in the box to maintain a constant ionic strength of 0.1 M KCl and 7 mM MgCl₂. A buffer of water around the solute of at least 15 Å was used.

The system was first heated from 0 K to 350 K within 500 ps during which the molecules and bound ions were fixed with decreasing restraints and the water molecules and excess ions were allowed to move. After the restraints were removed, the system was equilibrated for 1 ns with no restraint at a constant pressure of one bar and a temperature of 350 K. Then the box-size was fixed, and the system was equilibrated for a further 1 ns at a constant temperature of 350 K. During the equilibration the translational and rotational movements were removed. To integrate the equation of motion, the multi-time-step (MTS) algorithm was used with a time step of 1 and 2 fs for short and medium forces with the smooth cut-off of 8 Å and 4 fs for other long-range forces. The time step for the EM-fit algorithm was set at 8 fs. For the EM-fit, all the density values more than zero were used.

6. Optimal Weight for EM-Fitting Force

\( w_{EM} \) should be large enough to fit the atomic model into an EM density map, while \( w_{EM} \) should be small enough not to
overfit it too much. If all the atoms are fit into a medium or low-resolution map by using too large $w_{EM}$ atoms will spread uniformly to make a blurred map.

To assess the optimal weight for EM-force, the CC and the number of residues forming $\alpha$-helix in proteins in the 70S ribosome was evaluated. Figure 2(a) shows the time evolution of the CC. With $w_{EM} = 0$, the CC decrease slowly because ribosome slid slowly from the EM density map. With $w_{EM} \geq 1.0 \times 10^{-3}$ (0.01%), the CC increases. Figure 2(b) shows the time evolution of the number of $\alpha$-helices. $\alpha$-helices start to corrupt if $w_{EM} \geq 3.0 \times 10^{-4}$, indicating that overfit of the atomic structure into the EM map has occurred. If $w_{EM} \leq 2.0 \times 10^{-4}$ is used, $\alpha$-helices are maintained. This tendency in the change in the number of residues in $\alpha$-helices in Fig. 2 was observed with regards to the $\beta$-sheets (not shown in figure). It is generally considered that the maintenance of local sub-structures such as secondary structures is favorable during EM-fitting simulations. Consequently, it is concluded that $w_{EM}$ should not exceed $2.0 \times 10^{-4}$ (0.02%) to maintain the secondary structures such as the $\alpha$-helices and $\beta$-sheets. (In the actual fitting simulation mentioned in Section IV, a long-time simulation of about 100 ns with a smaller $w_{EM}$ of less than $1.0 \times 10^{-4}$ was performed to increase the CC slowly not only to obtain the fit structure but also to investigate the conformational changes at the atomic level.)

It should be noted that the EM force with $w_{EM} = 2.0 \times 10^{-3}$, which seems to be much smaller than the atomic interaction force, does not necessarily mean that the total EM force at a certain area is also small. If the area does not match the EM density area, then the direction of the EM force of the atoms in this area will be similar because the atoms in this area should move in the same direction to match the EM density area. In this case, the total EM force could be quite large to move the area into the EM density map. In contrast, the directions of the atomic interaction forces in this area may be varied, and the total atomic interaction force could be smaller than the total EM density force.

IV. Performance of SCUBA with EM-Fitting Algorithm

While SCUBA is parallelized by using the domain decomposition method, the EM-fitting method was parallelized by using the slab decomposition method. The length of the slab was set to be the same size as the voxel size, 2.82 Å, of the EM density maps. Each CPU core is assigned to deal with the atoms in a certain range of slabs and calculate the simulated EM density values in Eq. (2) and the EM density force in Eq. (6).

Figure 3 shows the performance of SCUBA. The standard performance of SCUBA (without using the EM-fitting algorithm) has a parallelization efficiency of more than 50% using 512 CPU cores. Although the performance of SCUBA using the EM-fitting algorithm deteriorates slightly due to the decreased parallelization efficiency of the EM-fitting algorithm, the efficiency is virtually the same as the standard performance.

V. Result

1. Optimal Structure Fit into EMD-1365 and EMD-1363

The EM-fitting simulation was carried out until the positions of the center of mass of the constituent molecules in the 70S ribosome were far enough from those at the initial position but still close enough for these to overlap their distribution. For this fitting, the fitting simulation was carried out for about 400 ps on average. Then in order to relax the conformation which might be deformed due to the artificial EM force, the conventional MD simulation was carried out without the EM-force ($w_{EM} = 0.0$) but by imposing harmonic potentials on these centers of mass for 2 ns. This procedure was repeated 50 times, and $w_{EM}$ was increased gradually from $1.0 \times 10^{-3}$ up to less than $1.0 \times 10^{-4}$. After the atomic
structure was fit into EMD-1363, the fitting simulation to fit it into EMD-1365 was carried out. The final CCs for EMD-1365 and EMD-1363 were 0.884 and 0.877, respectively (Table 1).

The total time for this calculation was 120 ns (20 ns for the fitting simulations and 100 ns for standard MD simulations). It was confirmed that the secondary structures in the 70S ribosome were maintained throughout the simulations. The total CPU core time used was about 1 million hours on PRIMERGY BX900 and FX1 supercomputers at JAEA.

Figure 4 shows the optimal structure fit into EMD-1365 and EMD-1363. A clear difference can be seen around EF-G, the L11 region and the L10-L12 stalk. In the X-ray structure the L10-L12 stalk is bent towards the L11 region, while it stretches outwards in the fit structures as the EM density map implies. It is considered that the L10-L12 stalk is bent due to the crystal packing in the crystal structure. During the fitting simulation, S13 in 30S, and L5 in 50S approached each other from the right and left and leave to the left and right, respectively. Both S13 and L5 interact with tRNAs, indicating that they are important for the translocation of tRNA molecules. This movement implies the ratchet-like movement between 50S and 30S occurred.9,11)

2. Conformational Change during EM-Fitting Simulation

To confirm whether ratchet-like movement had occurred or not, conformational changes during the EM-fitting were analysed using DynDom3D.13) Figure 5 clearly shows the ratchet-like motion was successfully captured by DynDom3D.

VI. Conclusion

We showed that it is possible to construct 3D structures at the atomic level which can be fitted into an EM density map. It should be noted that this method, performed in water medium, does not require restraints to maintain the secondary structure like other methods do. Therefore, the structure constructed by this method is very natural, and it would be reasonable to assume the structures changing on the way to the EM density map are the actual intermediate structures during the translocation.

The next target of the structural analysis of ribosome is to calculate the free energy along the translocation of tRNA through ribosome using sampled structures along the translational path. The analysis of the free energy landscape will provide further insight into the mechanism of translocation.
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